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A s we head into 2019, the Laboratory Informatics Guide reflects a shift in the way that laboratories are used and operated. The impact of new technologies and regulations are driving changes to the way that data is handled, stored, and analysed, leading to new challenges and innovation in laboratory software. On page 4 we have a contributed article from Darren Barrington-Light, from Thermo Fisher Scientific, which explores the importance of integrating LIMS systems into the pharmaceutical data chain. The article looks at some of the key features that LIMS can provide to pharmaceutical companies in strengthening data integrity.

On page 4 we have a feature which looks at the changing landscape of drug discovery. We speak to informatics experts about new regulation and the need to maintain a competitive edge through the application of new technology, such as predictive analytics. As drug discovery has shifted to a model that focuses on outsourcing informatics, software packages must also adapt to provide managers and decision makers with the ability to look across data created in-house but also through partners and contract research organisations.

Starting on page 12 you can find a feature which looks at changes in laboratory informatics software. We interview major informatics software providers to find out what they think will happen over the next 12 months. There is a particular focus on data and emerging technologies, such as AI and deep learning.

On page 16 we investigate the ‘lab of the future’. This began as an initiative from the Pistoia Alliance earlier this year, but has now been expanded to cover all software providers looking at the future of laboratory operations. The article focuses on new technologies such as the IoT, AI and deep learning, to find out how software providers are adapting to meet the demands of laboratories in the future.

In a contributed article on page 22 Dr Alexander Jarasch and Professor Martin Hrabě de Angelis explain that the increasing rates of data creation may call for innovative methods to help manage and analyse data. To overcome this challenge the researchers are investigating the use of graph technology.

On page 24 we have an article from Mark Newton, from Heatland QA, on the dangers of research misconduct. Mark reports that this could be a huge concern for regulatory authorities, eventually forcing major changes in the way laboratory data is summarised, reviewed and analysed, leading to new challenges and innovation in laboratory software.
Maintaining data integrity

Darren Barrington-Light, senior manager product marketing for Thermo Fisher Scientific, explains the importance of integrating a LIMS software package into the pharmaceutical data chain.

In today’s world, where drug development integrates science and technology, consumer safety is paramount in the pharmaceutical industry. Any drug released must adhere to strict regulatory standards and have robust data to prove the results are an accurate reflection of the development process.

The maintenance and assurance of data accuracy and reliability across processes, including compound synthesis, production optimisation, quality control and product release, are critical aspects of drug development. Without managing data integrity across all of the phases of discovery and development, process errors can go unchecked, procedure and activity tracking becomes unattainable, and multitudes of data can be lost. This can result in sub-par products that may be a hazard to human health.

Data integrity is defined as the completeness, accuracy and consistency of data, indicated by the absence of inconsistencies or alterations in prescribed methods. Companies strive for data integrity and are required to maintain it through compliance with regulations set by government agencies and safety organisations. As the pharmaceutical industry develops medicines, they are held to the highest standards of data management compared to other industries.

Ensuring data integrity is not a simple task. With such a complex chain of events and multiple groups working together, preserving data integrity across an entire process is an enormous challenge. Consider the need to track every lab employee’s activity, every instrument calibration, use and reading, every compound analysis step and every quality control point. The data collection alone can quickly become a significant undertaking. Taking an informatics view of data acquisition and management builds in and automates data integrity.

Guiding principles

The pharmaceutical industry generates a huge amount of information through the research, discovery and development of drug products. From gaining a new understanding of metabolic pathways that influence drug efficacy, to synthesising new compounds discovered to be key in a new treatment, labs constantly generate data. Due to this regular influx of information, labs can adhere to principles that help maintain quality in processes and output.

Regulatory agencies, including the US Food and Drug Administration (FDA) and the European Medicines Agency (EMA) recommend five key principles to assist labs in good industry practices. The set of principles that goes by the acronym ALCOA governs the way that data can be generated, collected and managed. According to ALCOA, all data associated with a pharmaceutical product should be attributable, legitimate, contemporaneous, original and accurate, in addition to complete, consistent and enduring.
Following these principles provides an opportunity for pharmaceutical labs to ensure a high quality standard that can stand the test of time and regulatory reviews.

On top of this desire to keep data consistent with ALCOA, labs are required to comply with regulations set in place to create an assurance of quality among regulators and consumers. Regulation compliance can only be confirmed with regular audits and reviews of laboratory processes and data management systems. In order to successfully demonstrate that a lab is in compliance, evidence of a monitored production chain across the complex phases of drug development must be readily available.

The data collection web

Obtaining accurate and integrated data across all networks within the pharmaceutical development, manufacturing and supply chains can mean the difference between success and failure. Data comes from everywhere within a pharmaceutical network and creates a web of information that can be organised into one location for analysis. Following ALCOA principles and complying with regulations on data management allows the industry to maintain public trust and brand value.

The need to have good data collection and management systems is central to any lab’s priorities. If a lab analyst records out-of-specification data from a quality control check in an uncontrolled worksheet, then validates and passes the product on official reporting documents, the data chain has been broken. Even if a second quality control check validated the product, the data was not managed appropriately, leading to disputable results and a product that cannot move forward. Aggregating instrument use and all activities, monitoring automated SOPs, and using electronic laboratory notebooks (ELNs) can significantly ease not only time spent in data management, but also in accountability and accuracy.

To err is to be human

Human error is inevitable in any circumstance, whether in a lab or in the office. Companies can introduce automated systems and regulated processes to minimise the effects of error on a firm’s bottom line. But, in the pharmaceutical industry, human error and tendency for variability can be detrimental. Mistakes that create downstream inconsistencies can ultimately result in an ineffective or unsafe product.

Because of the extreme pressures put on labs dealing with drug discovery, development and production, automation becomes even more important and integral in each process. Adopting electronic SOPs and ELNs, and integrating these with a scientific data management system (SDMS), is the first step in increasing accountability and minimising errors. Electronic processes such as these create automatic check points within each phase of a protocol or longer term procedure, so any inconsistency observed by the system at any point in a process can be caught and corrected before the next step.

This is extremely valuable for manual procedures, including working with instrumentation, running through a QC protocol, or measuring values. For example, users not adhering to SOPs with analytical techniques such as GC-MS and LC-MS used in quality control can affect the data integrity chain. Manual integrations of peaks in chromatograms can be inconsistent if not done automatically. Implementing suitable controls contained in modern chromatography data systems (CDS) platforms delivers reproducible results using sophisticated identification and integration algorithms. Integrated laboratory information systems (LIMS) can include automated CDS in this case to enter, store, track and trace data for

Without managing data integrity across all of the phases of discovery and development, process errors can go unchecked, procedure and activity tracking becomes unattainable, and multitudes of data can be lost.

The success of a connected lab

By adopting integrated data systems, from LIMS and CDS to ELNs and SDMS, pharmaceutical companies immediately solve consistency issues, can clearly define protocols and accountability, and centralise data collection and maintenance. These systems can enhance data quality throughout the development process, ensuring good laboratory practice (GLP) and good manufacturing practice (GMP).

Integrated informatics is useful in synchronising and centralising activities for members of a lab network. These platforms can increase operational efficiency, effectiveness and flexibility, improve brand integrity and reduce costs and issues. By easing data retrieval for further analysis and review, adverse events can be raised before they affect the development pipeline. Corrective actions and quick decisions can be made before an error can amplify or even occur. These benefits result in higher accuracy, faster processing and better visibility.

A LIMS can securely archive instrument readings, method parameters and test data associated with a particular sample, in addition to any user interactions made with the software. As a result, every activity can be electronically documented, along with the identity of the individual who performed it, ensuring complete transparency throughout an entire workflow.

Providing comprehensive audit trails and fully searchable workflows can help limit the need to manually record data or inaccurately enter information. A search for activities involving too few steps, or those that have been interrupted or aborted, can quickly reveal actions which can subsequently be used by supervisors to investigate nonconforming procedures.

Analysis of integrated LIMS data can assist in forecasting demand and planning. Examining usable data allows managers to audit protocols or update regulations to comply with changes.

Managing control

Implementing and integrating various process workflows keeps a lab running at its highest

efficiency, and can ease reviews, maintain audit trails and allow better control of experiments. Process traceability makes data retrieval simple. In reviewing a process for compliance and quality, data can be searched and the relevant information easily recalled. Not only can this safeguard robust protocols and ensure adherence to regulatory standards, but can immediately call out any inconsistencies or user error. By integrating systems into one centralised LIMS, reviews become a simple process that only assists in proving quality in processes, instead of alerting regulators to inaccurate results.

In order to ensure superior data quality and that ALCOA principles are adhered to, integrated data systems are the key to success. An integrated LIMS works within the pharmaceutical data chain to streamline and automate procedures, and improve governance of manual input. Using connected systems provides traceability across product workflow that instils end-user trust in product safety. While regulatory authorities continue to raise expectations for data integrity, pharmaceutical manufacturers are increasingly looking to exceed basic data management by using integrated informatics to track entire processes from discovery to market.
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Drug development is facing change – both from technological pressures, such as the use of AI and machine learning, plus new regulations which are driving sweeping changes to the way electronic records are created and stored for clinical trials.

Informatics software providers are now beginning to provide software which can help to facilitate this change, but also manage and derive insights from the vast quantities of data that is being recorded.

Semantic search, metadata, indexing and more sophisticated software packages for predictive analytics, and even AI and machine learning approaches, are being used to fill the gap between traditional methods and the data-driven paradigms that are being used in today’s laboratories and research centres, as well as pharma biotech and contract research companies.

The need to control and derive insights from data is becoming crucial in order to maintain a competitive advantage. This is driving a focus on data exchange, digital transformation and analytical capabilities that can help to provide more value from data and, at the same time, help organisations to work within more stringent regulations.

Andrew Anderson, vice president, innovation and informatics strategy at ACD/Labs, said: ‘My training just before taking this role was in looking at industrial insights, and translating the innovation plans that come from those insights. What I see in drug development is that, if you go back 20 years when a new drug was matriculating through a clinical process, there would be an asset investment based on the probability or likelihood of what the rate of approval might be.’

This approach required pharma companies to create major assets, such as manufacturing plants that companies could use to take raw material and create a finished product. However,
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There has been an increasing interest in outsourcing your supply chain and that has been realised fairly effectively across a variety of industries, not just pharma, but other industries as well.

Over time and with costs and attrition rates rising, pharma companies began to move towards a more risk-conscious model. This relies on outsourcing different aspects of the drug development process, in order to reduce the risk and the level of investment required.

The cost of externalisation

'Over the last 20 years another trend that we are all aware of is attrition, or what I would call unanticipated attrition. In a lot of ways those specialised assets – to make a particular compound from manufacturing, formulation, distribution – can be completely unusable if they are so specialised that they are built for a specific purpose. There has been an increasing interest in outsourcing a supply chain, and that has been realised fairly effectively across a variety of industries, not just pharma but other industries as well,' said Anderson.

'But with that asset flexibility, being able to hire CMOs for certain unit operations in a manufacturing process, or a variety of CMOs to provide different functions, such as manufacturing or quality assessment, I have even recently heard of outsourcing compliance, regulatory compliance, in particular,' he added.

One thing that Anderson says could be very useful in overcoming the challenges in maintaining control of data in the face of an increasingly outsourced business model, is data exchange. 'Data access points can be limited, just based on the nature of the data that is being acquired, the effort to summarise that data, the ability to take those summaries and interpret the data to make effective decisions.'

David Wang, general manager of informatics at Perkin Elmer, provided some details on the regulations that are affecting drug development processes. 'On the clinical side there [have been a] whole set of regulations that I think started in the European Union.

'The regulations, known as ICH E6(R2), are a set of guidelines that aim to significantly increase the probability that pharmaceutical and biological manufacturers would be capable of delivering strong analytics, along with their clinical trials. The regulations look at the processes of recording and managing data through electronic means when carrying out clinical trials.

'The reason I bring that up is even though that was published in 2016, Europe enacted it in full force during 2017, and the US in 2018. One effect is that the major manufacturers we are working with want to get a much more sophisticated analytical understanding of their clinical data than previously,' said Wang.

He noted that externalisation and outsourcing meant that data was not always easily accessible by the company that is creating the new drug. In the past, some critical data may be held by CROs. 'As the number of expensive biologics or more narrow indication drugs hit the market, the regulatory agencies are rightfully advocating for patients and asking for greater transparency,' said Wang.

Whereas in the past it was good enough to say that a treatment helped to solve a problem in a percentage of a given population, now regulators want pharma and biotech companies to be able to provide more contextual information, such as the subset of people who were affected, and what characteristics meant that the treatment proved effective.

Wang noted that in the past the organisation 'may not immediately have that information at their fingertips. They might have to check with the CRO that performed that research, and the regulatory agency may have to wait a week or two. Today, that is not seen as a sufficiently rapid response for consumers. 'I think it is a very positive development that the regulatory authorities are now asking pharmaceutical and biotech companies to have a direct hand in understanding the details and context of clinical trials data for patients,' said Wang.

The next challenge is the fact that usually you will have a portfolio of clinical projects, central suppliers, manufactured products or approved products that correspond to potential options to investors in your virtualised supply chain.

In addition to data exchange, Anderson also noted that digital transformation would be a key step to better controlling and deriving value from data created in drug development. Abstracting data generated at a manufacturers site can make it very difficult to retain context and robust data management practices. Creating fully-digital pipelines to feed data back to the organisation helps to meet regulation and competition challenges, while also maintaining the low-risk outsourcing-based business model.

'Being able to take data as it is generated and stream that data to decision makers directly. It needs to be stored, managed and collected in ways that allow decision makers to look across their portfolio of projects, both clinical and manufacturing projects, as well as

Data-driven drug development
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potential suppliers, in this virtualised network of manufacturers;’ said Anderson.

While the terms may change, the sentiment that usable data must be at the heart of modern scientific processes is a sentiment shared not only by Anderson but also Jabe Wilson, consulting director, text and data analytics for Elsevier.

Wilson noted that it is not just in drug development that these changes are being felt, as Elsevier shifts to meet the demands of modern science. ‘We have been involved in not just publishing books and journals, but in creating databases and indexing content for the better part of 30 years. It is a long heritage at Elsevier, in terms of curating information and making it usable for scientists. That naturally flows into science software,’ said Wilson.

‘A lot of work that gets done is taking the fundamental research in science and adding semantics and other contextual data. Elsevier has done a lot of work around the creation of indexing software, and creating the right dictionaries and ontologies to extract information,’ added Wilson.

Wilson also commented on drug development. ‘On the other side of the fence what has been going on in drug development is a lot of the low-hanging fruit has been taken, and the diseased areas that are being looked at actually have much more complex mechanisms. Many times we have to address not one protein or gene but multiple targets.

‘Many diseases or conditions that would have been familiar in the past are actually historical terms, because disease has macro level symptoms that we would describe as disease but actually they are made up of multiple different conditions, which have different mechanisms and often you need to understand individual biological makeup – the phenotype of individuals – in order to understand how to address their disease conditions,’ said Wilson.

‘What we are doing at Elsevier – and many people are struggling with this – is making sure that the semantic data and semantic indexing can throw its hands around all that complex data and put it in a place where people can access it. The other thing is, as well as semantic information, we are now looking at things like machine learning. Semantic data allows you to create features which you can then feed into neural networks to look for patterns in these huge amounts of data.’

The rise of AI in drug development

Wilson notes that while Elsevier may have traditionally been seen as a journal publisher, the company’s focus is shifting towards information and analytical services for science. ‘We are focusing on the business of doing the research. We are using those analytical tools to answer R&D questions.’

Wilson explained that AI and machine learning are powerful tools, but that does not mean that traditional methods should be taken for granted. ‘In drug development there are a lot of predictive analytics tools which have been used for the last couple of decades. So when people start talking about machine learning, there is a lot you can do with traditional statistical models or traditional data science.

‘However, what we are starting to see is machine learning models being used more routinely and becoming part of the arsenal of tools used by researchers. One of the challenges we do see, though, is what you might call socialising that within the work environment,’ Wilson continued.

‘Getting people comfortable with the tools and able to interpret, or have a sense of, what kind of confidence they should have in the output. Those aspects are perhaps something that we don’t talk about quite so much, but the social aspects are probably more important, in some senses, than the actual computing power,’ added Wilson.

As AI and machine learning tools become more ubiquitous they are finding their way into many facets of our daily lives – the same is becoming true of science and research. From search engines to smart speakers found in many people’s homes or even Netflix or Spotify accounts, we can now see the effect that AI is having on our daily lives.

It may take a little bit longer for these technologies to permeate into laboratory practices – particularly for highly regulated industries such as drug development, which can be more reluctant to embrace technological change.

Wilson noted we are beginning to see predictive analytics ‘where people want to get some support, in terms of how to fabricate a new chemical or understand its potential properties. Alternatively, they might want to identify what genes and proteins are associated with a specific disease condition,’ said Wilson.

‘Generally, people have much higher expectations, in terms of the specificity of the information that is going to be delivered to them. I think that is really one of the key elements to all of this, in terms of user needs, because, in a sense, AI and semantic technology should sit in the background, it should be a tool that supports the workflow teams and delivers them insights and data, but they don’t necessarily need to be able to programme neural networks themselves. They just want to get the right information at the right time,’ concluded Wilson.
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What are the biggest factors driving change in today’s laboratories?

Jacqueline Barberena, global marketing and product director at Abbott Informatics:

‘The biggest factors driving change in today’s laboratories can be summarised by: expected year-on-year increases in performance and productivity; more stringent data integrity and compliance requirements; end-to-end integration of workflow processes; and the ability to track sample QA/QC requirements. Additionally, newer technologies, such as mobile capabilities, apps, and cloud deployments are becoming more widespread as lab users demand the ability to access secure data any time, anywhere.

‘More than ever, as data grows exponentially daily, organisations need solutions to manage these growing amounts of data, but that also go beyond data management. This can be accomplished through advanced analytics, which will enable them to make business critical decisions in a timely fashion, despite the enormous amounts of data and information flowing throughout the organisation. Laboratory informatics solutions are changing to support customers facing the above-mentioned challenges.’
Andrew Anderson, vice president for innovation and informatics strategy at ACD Labs:

‘The driving factors for change in laboratory workflows and software are the transition from document-driven knowledge management to a data-driven paradigm. The ability for any data source (from design to planning, to execution, to analysis, to decision/conclusions). Another key change is the introduction of ‘virtual collaboration’ the ability for scientists to effectively communicate/collaborate with colleagues in other parts of the world.

‘Historically, a human would ‘associate’ data to the appropriate data repository. In order for a data-driven decision making paradigm to be effective, data sources, repositories, and decision support interfaces must be integrated without human intervention. Furthermore, virtual collaboration also required digitisation of data in a way that it can be manipulated and reviewed, ideally, as though it were collected “on premises”. While we are still seeing these transitions in effect, informatic workloads are currently increasing to support such integrations and data sharing technologies – with the envisioned payoff being less human work over time.

‘We believe that any application software must afford data integration directly (or as much as possible). While there are many applications that integrate some data sources, many data types are relegated to abstracted representations. This is especially pertinent for analytical characterisation data, which is at the heart of critical decisions made in research and development on a daily basis. LIMS and ELN, in particular, often refer to analytical experiments, but the rich data that is acquired to support decisions is often abstracted to either pictorial representations or alphanumeric summaries (e.g., area percent = X, identity was confirmed by NMR, etc.). Future systems, including LIMS and ELNs, must afford more functional integration components to provide direct access to the analytical data that can be reviewed and re-examined easily – either conforming to relevant data standards when possible, or able to easily support custom integration.’

Daniela Jansen, director of product marketing at Dassault Systèmes:

‘Software and hardware vendors are moving towards a platform offering, but in most cases it is a closed, proprietary platform. Platforms can provide data continuity and traceability, and support decision making across the product lifecycle. A platform also allows to move away from point to point integrations that are cumbersome and expensive to maintain.

‘Platform-based systems allow for a substantially different architectural set-up: small dedicated agile applications can be plugged into the platform in a modular fashion, services like reporting or instrument interfacing can be used by the different applications. This approach avoids overlap and redundancy of capabilities, improving user experience and work efficiency. It also lowers the cost of ownership.

‘The increased adoption of cloud technology is based on both, the natural progression from legacy systems as well as the need to transform laboratory operations. Many legacy systems are about to run out of support, so organisations are looking for replacements. Due to the technological advancements, firms have the opportunity to not only move to a newer system but to also take a new approach to their laboratory informatics landscape.

‘They can move away from rigid monolithic systems that often come along with duplication in capabilities, to a platform-based approach with modular applications and common services allowing them to transform the way labs are working today. And they can leverage the cloud technology many of the new solutions are offering, allowing them to adapt the scale, cost and capabilities of their deployment to their current needs. In times of ongoing merger, acquisitions and divestments, this is a compelling value proposition.’

How will the development of new technology, such as AI, deep learning, or the IOT, impact the development of lab software?

Barberena, Abbott Informatics:

‘There is no doubt that technology is and will impact the way labs operate. There are a few technologies that are a game changer, as they can shape labs in the near future.

‘Machine-learning solutions – over the next few years every app, application and service will highly likely incorporate AI at some level. In the LIMS sector, this has already been applied to add business value to organisations, in the form of advanced analytics and advanced user experiences. Big data analytics can help organisations innovate and run their businesses in a much more optimised fashion. Being able to see and understand the lab’s data is crucial for organisations to make better, more informed decisions.

‘Speech recognition – one of the strategic technology trends, as identified by 2018 Gartner report, are the so-called conversational platforms that “will drive a paradigm shift in which the burden of translating intent shifts from user to computer”.

‘Augmented reality – this is a technology that can amplify human performance and human experiences. In laboratories, AR coupled with holographic technology can add an entirely new dimension, supporting to solve real problems and increase efficiency by displaying, for example, relevant holographic information on top of Lab physical layout.

‘A few other examples on usage could be: imagine you wear protective glasses when executing a test method; if those were smart glasses, they could display the method SOP as a hologram, to help follow step-by-step instructions. If you wear protective gloves, which make it awkward to use a laptop or touch-screen device, how about having the option to use gestures and voice commands to interact with the LIMS software, via AR holographic screens? AR is here to stay. Applications are virtually limitless.

‘Blockchain – this will certainly continue to impact the development of lab software. When managing data from concept to consumer, as many labs do, multiple parties need access to the same sources of data at the same time. Having access to review, confirm, and edit this data simultaneously, via Blockchain, will continue to enhance lab’s capabilities.

‘Cloud – there is strong trend towards externalisation of IT and R&D work. Naturally, cloud deployment supports this trend and, according to Gartner, by 2020, 80 per cent of the laboratory software solution will operate on the cloud. This is a great point and time to influence an organisation’s cloud strategy.

‘Mobile – in three to four years, operating in the lab without mobile devices will be considered ‘unheard of’; just like running a business without email is inconceivable in today’s world. More than ever, users spend less time in the office and expect to be able to work anytime anywhere, and have access to all their
work resources. A LIMS with mobile-capable features can provide users access to the lab from virtually anywhere.

‘UX – the expectation from software nowadays is very high. This is impacted due to Consumerisation. Organisations should stick with products that invest in UX as it will help reduce support and training.

‘LEAN – this is a growing trend that can bring laboratory optimisation and performance to a whole new level. It helps identify waste (those additional activities we do everyday and do not contribute to the final outcome).

‘In today’s high-capacity laboratories, the number of tasks ongoing at any one time and the amount of data being generated on a daily basis has swelled exponentially. Additionally, as businesses expand globally, now, more than ever, organisations need laboratory software that is capable of managing large amounts of data in real time, and that is able to integrate with numerous and disparate systems and instruments.’

Anderson, ACD Labs:
‘From our perspective, the promise of these technologies is well established – from both a productivity and innovation perspective. We believe that two sustained efforts must be undertaken to fully realise the benefits of such emerging technology:

‘Increased efforts in connecting all data sources to, broadly-speaking, prediction interfaces. Currently, AI/ML/DL can be limited based on the training data types available. Infrastructure development – connecting high-volume data sources to prediction interfaces will require significant investment.

‘We envision a future where data, application functionality, and prediction capability are available on demand, in whatever interface a scientist chooses. Moreover, if this future is realised, there are two benefits.

‘We believe that the amount of effort that scientists undertake to prepare summaries of their effort will be dramatically reduced. The time spent shuttling between applications will also be dramatically reduced.

‘The effort to design, plan, execute, analyse, and then summarise experiments is currently supported by a large number of monolithic applications.

‘In the case of synthesis laboratories, a scientist uses separate synthesis design, inventory, instrument control, and decision support software interfaces, all in one day. The future of laboratory software, as described above, reduces the number of interfaces substantially.’

Jansen, Dassault Systèmes:
‘In conversations with our customers, we have identified time-to-market being the ultimate driver for change. Personalised health and the desire for more precision therapies is changing the way that they are developed. Knowledge capitalisation is basic for leveraging of new and existing knowledge in the lab and next-gen manufacturing with moving from large batches towards continuous manufacturing has a deep impact on the analytical instruments and methods used, as well as on the related data analytics. And total quality efforts are attempting to make compliance and quality an asset, instead of a cost.

‘Laboratory informatics need to allow users to work not only in a more efficient and cost-effective way while remaining compliant, but they also need to provide the flexibility to adapt to completely new ways of working. They need to be able to deliver contextualised data in real-time for faster decision making.

‘Machine learning technology itself doesn’t need to be adapted. It just needs to be used in the right way. It is more about identifying the right data and providing the data in the right format to be leveraged. Data needs to be standardised and contextualised for meaningful outcomes. Dassault Systèmes does provide the tools today, and in order to help our customers to leverage their data, we are actively engaged in data standardisation projects of consortia like Allotrope or the Pistoia Alliance.’

How might the tools or workloads a typical user might deal with change over time?

Barberena, Abbott Informatics:
‘In today’s competitive landscape, organisations need to take a holistic approach to their lab processes and identify areas of waste.

‘The future of laboratory software will evolve into more fully integrated solutions, from concept to consumer, as well as customer portals in which the systems, lab techs and clients are more tightly integrated, with the end goal of entering data once and enabling it to flow through all of the business processes, through to either the end-user or client. ’Most organisations choose ‘the best in breed’ solution for a given function, for example: best stability study module, best environmental monitoring module, best inventory manager, equipment manager, spec manager, experiments notebook. What these organisations don’t realise is that they need to develop interfaces to these solutions, which is costly not only to build but also to maintain. It is also challenging to work with multiple vendors, because when an issue arises, vendor one will point to vendor two and vice versa,

In order for a data-driven decision-making paradigm to be effective, data sources, repositories, and decision support interfaces must be integrated without human intervention

Jansen, Dassault Systèmes:
‘Systems consolidation and convergence will provide laboratory users with a new experience and transformation in efficiency. Traditional systems will start being replaced by more agile, user-friendly cloud-based lab informatics applications that are based on a holistic open-platform approach.

‘Organisations will start leveraging the Internet of Things (IoT) in the laboratory. This will provide them with more data – delivering more data and more insight, as well as more reliable data of higher quality and integrity.

‘IoT will allow users to work more efficiently in the lab, as it will remove many time consuming non-value adding steps from the workflows, as the ‘things’ are not only limited to lab equipment but can also include wearable devices, google glasses, biometric bracelets, motion sensors, location beacons etc. At the same time, it will improve data integrity and quality, as data transfer from and to the devices is automated. And through the introduction of more sensors, labs will be able to generate more data faster, that can improve and accelerate decision making.’
CDD Vault helps lab users overcome data challenges in modern drug discovery workflows

We had spreadsheets all over the place, and data from different projects that were just separated in different folders. It got to the point where we didn’t know where to put our data, or where to later find it. This is one of the common issues that has led global biotechs of all size to Collaborative Drug Discovery, a software provider for research and development data management.

Drug discovery is data driven, and that data underpins every scientific and commercial decision, which could ultimately spell the difference between the success and failure of a research and developmental program for new drugs. Yet in today’s labs the handling and management of data doesn’t necessarily maximise its value or usability.

Scientists commonly store and manage their data in insecure, often difficult to find disparate documents and spreadsheets. While this method might be okay for a lone scientist working in a vacuum, it is not likely to represent a smart approach for collaborative scientists working in drug discovery or in other chemical or biological fields that rely on the ability to store, recall, process and share large amounts of data quickly.

CDD Vault acts as a central smart warehouse for all drug discovery data, explains Kellan Gregory, the informatics firm’s head of product excellence. ‘Our platform offers a comprehensive set of core utilities to allow lab members to access all of their results data, in its contextual format.’ This means the ability to handle any type of data. ‘As well as being able to capture numbers and text, we can also capture the native file in line with the data.’ A formula builder, tools for activity and physical chemistry property calculations, the ELN and dynamic visualisation tools then provide extra layers of intuitive analyses.

Julio Martin is director and head of the Kinetoplastid Discovery Performance Unit (DPU) at GlaxoSmithKline (GSK) R&D’s Tres Cantos Open Lab Foundation, a ground-breaking PPP initiative set up at GSK’s dedicated diseases of the developing world (DDW) research facility at Tres Cantos in Madrid. The Open Lab Foundation supports collaboration by giving external partners access to GSK compounds, infrastructure and drug discovery expertise, with a view to accelerating research in multiple areas from target discovery and validation, to compound screening lead identification, and optimisation. The organisation chose CDD Vault as its data management platform for all Tres Cantos members to access all of their results data, in line with the data. ‘A formula builder, tools for activity and physical chemistry property calculations, the ELN and dynamic visualisation tools then provide extra layers of intuitive analyses.

for any additional configurations required at any point. The ability to become productive in a short amount of time is really big plus point for our customers.’

And with UK government figures released in April 2018 indicating that more than four in 10 of all UK businesses – and 72 per cent of large businesses – suffered a cyber breach or attack in the last 12 months, CDD Vault is highly secure. Built into industry standard SSAE 16 Type II certified cloud storage, and with 2-factor authentication and IP tracking on the ground, CDD Vault is designed to minimise the chance of a hack either from the outside, or from inside the client’s organisation.

James Moe is president, CEO and co-founder of Oligomerix, a small biotech company interested in understanding the role of tau protein in neurodegenerative diseases, and the discovery and development of treatments for Alzheimer’s disease and related tauopathies. Moe comments: ‘We’re using CDD Vault as a way of storing our chemical structures, as a way of searching them, as a way of storing all of our assay data. We’re also using it for doing calculations, for analysing our data, for creating reports and communicating the data to others, and then also, very importantly, for working securely with collaborators. So it’s been instrumental for all of those purposes. Another primary concern is having a database where we have better security over our molecules.’


Using CDD Vault means we can put more of our internal resources into scientific research, rather than have increased costs associated with setting up, maintaining and upgrading complex platforms

Overcoming data challenges
Scientists are now beginning to use new technologies such as the internet of things (IoT), artificial intelligence (AI) and machine learning (ML) in their daily workflows. What was once a niche option to fulfil a particular challenge is now becoming more ubiquitous in many lab environments. In response, informatics software providers are designing software tools that can help integrate these technologies into the workflows, and software platforms used by scientists to assist their laboratory operations.

A trend that applies to almost all lab-based industries is the increasing amounts of data – either generated in the laboratory or available through previous work by the organisation and its partners, or through public data repositories. This increase in data helps to drive innovations, such as AI. Deep learning (DL), for example, requires huge datasets to properly train a neural network, so that it can predict information with the required accuracy and precision needed for scientific research.

IoT is a source of increased data, as the sensors or other IoT devices provide constant streams of data which need to be analysed and interpreted. If they are not used directly for scientific data, but maintenance or some other use, then the data still must at least be stored and managed, so it can provide contextual or maintenance information if not directly used to provide raw data for laboratory experiments.

Data is also increasing from other sources. Previous shifts in laboratory operations, designed to meet regulation or to provide more insight from available data sources, mean that many laboratories have begun to store more data. This data comes from a variety of sources such as; experimental data, including ‘failed’ experiments, organisation partners and collaborations; meta data and contextual data from laboratory instruments; AI or DL.
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we want to explore the range of things, as well as doing some practical activities in the short to medium term,' added Lynch.

Creating the lab of the future

Several firms are already embracing technologies that could shape the future of laboratories. DNA Nexus is a Pistoia Alliance member that focuses on trying to streamline and accelerate genomic science with its cloud-based informatics and data management platform. It aims to help companies leverage the engineering frameworks to train and understand models without needing to be engineers themselves,' added Daly.

Transcriptic, another Pistoia Alliance member has designed the Transcriptic Common Lab Environment (TCLE), a cloud-based platform which acts a laboratory operating system. This allows protocols to be shared and also connect instruments and robotic arms, which can be managed remotely.

Yvonne Linney, CEO of Transcriptic, explained that the company was created around the frustration of having to repeat experiments as part of routine lab work that was carried out by the founder during an internship in a professor's lab. 'He was doing bio-engineering and part of the internship involved taking readings from various analytical instruments at whatever time of day or night,' said Linney.

'He thought “there has got to be a better way of doing this,” and so he started to think about some type of remote access labs and instruments, so the initial idea was about connecting devices and robotic arms to a cloud-based infrastructure,' said Linney.

Certara is also developing technology for changing workloads in the laboratory. While the company is known for drug development consultancy, it also produces software which aims to accelerate the entire drug discovery process.

The company is now focusing on the development of modelling and simulation solutions which can help further enhance its users' capabilities to take new drugs to market. Thomas Kerbusch, PhD, president of Certara strategic consulting services, said: "The development cycle is being expedited and positively impacted by new technology. At Certara, we are focused on the use of new technologies, especially modelling and simulation (M&S). The use of M&S has been encouraged by global regulators, to the point it is now essential to modern drug development. ‘M&S, to some extent, is used in almost every drug approval today today. It is used across the entire development cycle – from assessing drug safety and efficacy, determining dose selection, and addressing the needs of special populations – to making go/no-go R&D and commercial decisions – and assessing alternative formulations and opportunities for successful
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new drug indications. While this increased use is well underway, we see the opportunity for M&S to grow by three- or four-fold during the next decade,’ added Kerbusch.

‘Software today needs to be more modular and interconnectable than ever. That need for a holistic ecosystem underpins our development programs, allowing users to incorporate multiple types of software in their work, while providing an infrastructure that enables them to best organise, share, communicate and leverage their work. For example, we recently purchased a product called Pirana, a flexible, extendible pharmacometrics workbench that provides modellers with structure, tools and a graphical user interface to facilitate the iterative processes used to create models and perform simulations. That product leverages tools that exist today and those that will emerge in the future,’ said Kerbusch.

‘The diversity of our users’ needs drives our development strategy, which ensures that we provide them with robust products. Developing a fully-supported, maintained and validated software product requires a sustained commitment, investment and supporting infrastructure, including resources dedicated to software training, education around coding infrastructure, including resources dedicated to software training, education around coding language and use-case proficiency, customer software and license support, ongoing maintenance, and validation for compliance with 21 CFR Part 11 requirements,’ said Kerbusch.

Rise of the machines

At Transcriptic, the vision for the future of the laboratory is based on automating menial processes to free scientists to focus on more important tasks. However, that is not to say all experiments should be carried out by robotic arms; the system uses cloud-based informatics software to pass protocols to humans and robotic systems. The added benefit of this is processes and protocols can be meticulously maintained, so an organisation can ensure scientific procedure is carried out correctly over multiple users, labs or even different sites across the world.

‘The vision that we have got is really the development of a programmatic laboratory. You could call this a robotic lab or a cloud lab but basically converting all those important instructions into a format, i.e. code, that can be easily transferred – remove the human interpretation and either the human or the machine is doing things in exactly the same way,’ said Linney. ‘You don't necessarily need a full robotic arm to use the Transcriptic system; in fact we have a combination of robotic interfaces and human interfaces.

Transcriptic uses its own software system called the 'TCLE' to control the Robotic Cloud Lab. ‘It is the overlying process that is involved in running that lab. We really think about it as an operating system, in the same way that you would have a similar system for your computer. All instructions and data are fed into TCLE, which is then fed into the cloud and passed down to either the instruments or the scientist.

‘We have developed these work cells which are a collection of devices and, like other automated systems, some might be connected to a robotic arm. All that is run through TCLE, which is the programmatic interface over the top,’ added Linney. ‘Everything is connected through that lab, whether it is connected to a robotic arm or through a human interface. All the instruments are connected through very small computer interfaces, then those instruments are tied into the operating system.’

While the idea of automation has been around for some time, Linney suggests that previously this was used for more specialist uses, as a system would only be suitable for a single instrument or experiment. ‘What is different, and I used to run the automation division at Agilent, what we were finding even there was that people didn’t have the resources and the funding anymore – this was large pharma, as well as smaller companies. These organisations did not want to go out and buy a set of equipment to complete a single process over and over again, because those processes were likely to change. This led to redundant instrumentation.

‘The way things are going is to think more about how we can produce a more generic automated lab system that can be used for a lot of different experiments, rather than a single type of protocol over and over again,’ added Linney.

‘The whole area of our idea of the LotF, where there is a combination of humans and instruments connected together, is an area that is of great interest to everybody. We are thinking about how to ensure that everybody is working from the same interface, from the sharing of information and the sharing of data, so it really is consistent with where it has been produced,’ concluded Linney.

AI in the lab

AI and related disciplines, such as machine learning and deep learning, are making an impact on how scientific research is conducted.

‘We foresee that AI-enabled data extraction and structuring will start to enhance this process [drug development]. But not until the onset of actionable deep-learning methodologies can we expect to reduce the human interpretation element of creating databases. Until that time, AI will facilitate repetitive tasks, like extraction, to speed up the creation and update of databases.’

Certara has already begun preparing scientific data that the business is curating and organising publicly-available trial data, so that it can be used in quantitative model-based assessments for drug development, market access/formulary, and patient care decisions. Certara is currently working on databases across more than 40 therapeutic areas.

‘Additionally, we have an AI-technology called ClinGenuity that is used for creating clinical study reports and building narratives, along with the redaction of patient–protected information in clinical documents in advance of publishing,’ added Kerbusch.

Not every laboratory needs to be fully automated, based in the cloud, with extensive AI workflows. But the maturation of these technologies for laboratory users is crucial to creating the labs of the future. By adopting technology carefully, based on the needs of lab users and their workflows, laboratory managers can streamline, and accelerate, the way that scientists carry out research.
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How connecting data may lead to discoveries in medical research

Dr Alexander Jarasch and Professor Martin Hrabe de Angelis explain that novel research methods produce tremendous amounts of data that cannot be analysed with classic analysis tools – so scientists need to look for new approaches, such as graph technology.

With its ‘Grand Challenge’, the UK has set a target of using data, AI and ‘innovation’ to transform the prevention, early diagnosis and treatment of diseases like cancer, diabetes, heart disease and dementia to prevent a potential 25,000 deaths a year.

Similar ambitions exist in many other countries – this is also a major question for all researchers worldwide at the moment, including in Germany. If we are serious about dealing with the challenges they represent for patients and society and healthcare systems as a whole, we need to study these diseases in much more depth, in order to provide novel methods for prevention and treatment of diabetes.

I believe these new technologies will be crucial in gaining new insights into the workings and causes of these chronic conditions and diseases. The problem faced by everyone trying to do this is that the analysis methods we have been relying on may have reached their limits due to the vast amount of data produced by novel research methods (e.g. omics). The really promising avenue is to use big data levels of data, so as to combine and better connect data.

**Integrate and link together more and more data points**

That’s complicated by the fact that nowadays, research – especially in Life Sciences – is not limited to one technology or one discipline.

The German Centre For Diabetes Research, where we work, is a multi-centre organisation that combines all the different data that originates from different studies, reports, surveys and research projects from different locations in Germany. So we have masses of data from clinical trials and patient information, and our data covers various disciplines, from studies on molecular level...
to pathway analyses and animal models.

To answer the interesting and suggestive biomedical questions about diabetes, we have to connect this data and look for new insights, patterns and correlations. That's because we realise it is no longer enough to answer a biological or medical question from one direction, we need to integrate and link more and more data.

This is the next step, not just in biomedicine, but also in the healthcare sector, which is increasingly turning from general blockbuster drugs to individualised treatment or precision medicine. For this to progress, it is necessary to network significantly more and, above all, look at as many aspects of the problem as we can. This is why the DZD and other researchers think graph databases – the technology that powered the Paradise Papers investigation – could help in the prevention, discovery of new subtypes, early diagnosis and treatment of major illnesses.

It's important to know that we aren't just using Excel or standard business relational (table) databases any more – we add a whole new layer here with graph databases. The standard technology we use in each of our research locations in Germany is a relational database, as well as spreadsheets and documents files. But once we realised more and more of that data is connected, we started looking for a solution to bring our data in relation to each other, and create an overall context for our research.

Relational databases have their merit. However, we needed something to bring these data silos together and uncover connections – to be able to jump from one data point to another is crucial for us. That's why we turned to graph technology.

Diabetes is a metabolic disease, but it's not sufficient for researchers to only look through metabolic data. They also have to take into account data of other disciplines, such as genomics or proteomics. In the human body, everything is connected in metabolic pathways; a gene encodes a protein that is active in a metabolic pathway and metabolises a metabolite, which in turn is able to regulate another gene. In a way, our metabolism is a network of thousands of components that are connected with each other, which is a graph data model.

**Link diabetes research with Alzheimer's**

That's why it's so important to be able to uncover these connections and to create a new layer of analysis on top of this data, so we use technology from the graph database world called Neo4j. The great thing about Neo4j is that it has a visual interface we can use for queries and experimentation. We are using it to deepen our 'map' of diabetes – to uncover hidden relationships and pursue the resulting new questions.

For example, we do a lot of important research on animal models to study processes and then compare them to humans, so there is a lot of animal data from mice and pigs. This can generate a hypothesis we want to pursue – for example, 'In the pig model is the prediabetes type X due to causes A and B?' Is this regulated similarly? Are there similar processes?

We think we can link the molecular human data from the basic research with the highly standardised animal model data. In a graph representation, abnormalities, patterns or connections can then be recognised, which will then lead to further research questions. In the long term, it would also be interesting if data from diabetes research could also be used in other areas, such as cancer or Alzheimer's research, to uncover possible connections.

Graph isn't the only advanced technology we see as being useful. For example, we will definitely use machine learning techniques with graph software to identify unknown patterns, for example to try to identify (new) subtypes of diabetes we find discussed in the literature. Another example is Natural Language Processing. We'd like to build a system that automatically reads scientific texts from literature databases, analyses them and together with our research data generates hypotheses that can be evaluated by DZD scientists. Also conceivable: predictive models that can prescribe the course of the disease to a certain degree of probability.

This is all coming, and we are certain that our data management and analysis approach will take us to the next level in precision medicine, prevention and treatment of diabetes. In general, technology and data absolutely have a central role to meeting the Grand Challenge the UK wants to take on.

Dr Alexander Jarasch is head of data and knowledge management at Munich’s head-office of the German Centre for Diabetes Research, the DZD.

Professor Martin Hrabe de Angelis is speaker and member of the DZD board.
Research misconduct

Mark Newton, a consultant from Heartland QA, gives his take on the scale of research misconduct taking place in laboratories

Research misconduct – and other integrity issues – are poised to become a major issue for research publications, eventually forcing major changes in the way laboratory data is summarised, reviewed, and retained. Greater transparency and data lifecycle management will not be a best practice, but a mandate for researchers who want to continue to publish original research.

Allow me a personal moment. By background, I am a scientist whose career has been largely spent in quality control laboratories and lab informatics teams, so I have experienced the lab from both scientific and data management views. For the past several years, I have been deeply involved in data integrity (misconduct) identification and remediation for pharmaceutical labs and manufacturing, so I have a view of this topic from a GMP (good manufacturing practice) perspective. As I read articles about misconduct in research, I see parallels to the numerous data integrity citations given to pharmaceutical and clinical research firms by regulators around the world. These parallels form the basis of my opinion here.

The issue is far larger than believed

There are several reasons to believe this issue will be big: (1) the issue of misconduct was more prevalent in GMP labs and manufacturing than anyone would have believed; (2) there is already indirect evidence that misconduct is widespread in research labs; (3) systematic controls to prevent misconduct are less rigorous in research than in GMP-regulated QC labs; (4) research labs are less likely to be inspected than their GMP counterparts; and (5) research labs have similar motives to GMP-regulated QC labs and manufacturers.

Data integrity among GMP manufacturers

In the past three years, about 130 US FDA Warning Letters have been given to pharmaceutical manufacturers or clinical research organisations for data integrity-related infractions. These are serious infractions that cost companies millions (or even billions) of dollars, and typically two years or more to remediate. So, what caused the spike in these infractions? Regulators learned to do data forensic auditing. Once they understood how to look for data discrepancies, and the ways that data could be manipulated to create a desired outcome, they were able to increasingly find bad data practices that were missed in the past.

They stopped looking at procedures in a

Lonza’s MODA-EM™ Software is purpose-built for QC Microbiology’s unique challenges. MODA™ Software delivers better business alignment with QC, at a lower total cost of ownership versus customizing your existing LIMS or other lab systems.

Find the missing piece in your lab systems portfolio.
Visit www.lonza.com/moda or contact us at moda@lonza.com

- Reduce investigation and reporting time with rapid analysis and visualization of Micro data
- Manage, schedule and track large EM and utility sample volumes
- Reduce errors while improving compliance and data integrity
- Deliver measurable return on investment from time, cost and compliance savings
conference room and started looking at data in the company's systems. And they found data manipulation: re-running samples to get a desired (passing) test result, keeping 'official' and 'unofficial' batch records for manufactured pharmaceutical products, deleting unfavourable data or storing it in other places to hide it from inspectors – these are but a few examples.

The shift in focus to inspecting original data directly in the electronic system exposed an industry-wide issue that will require several more years of efforts to improve.

Indirect evidence in research

Gupta [1] lists two relevant statistics in discussing the matter: nearly 40 per cent of researchers were aware of misconduct and did not report it, and 17 per cent of surveyed authors of clinical drug trials reported that they personally knew of fabrication in research occurring over the previous 10 years.

Systematic controls

By the term 'systematic controls', we are describing processes or procedures that are routinely used to assure that reported data values are complete and accurate. GMP regulations require companies to use equipment that is calibrated periodically, use test reference standards, formally train personnel, retain all testing data (even if not used to report a result), have all testing data reviewed by another scientist prior to using the data to make any product decisions.

Computer systems must not allow people to share accounts, and must limit key activities (enhanced access, such as administrator) to a limited set of people who have no conflict of interest in the work they perform.

Manufacturers typically use standard reports to look for product issues or to potential data integrity issues. They are required to record and track any unplanned events, and determine the root cause of the event, so its recurrence is unlikely.

In contrast, research labs may calibrate instruments, provide basic science training for personnel and will use reference standards and controls for tests. But they have no requirements for individual user accounts. Sometimes accounts are shared to save license fees, and many labs allow everyone in the lab to be a system administrator and make system changes as needed. Unplanned events have no requirement for investigation.

While original data exists in computer systems, that is usually not the data reviewed by another scientist; rather, the summarised test data is reviewed before determining the test result as acceptable for use. Data is retained for future use, but it is the summary data, rather than the complete set of original data values collected at the time of testing. Articles submitted for publication are peer reviewed, but the host lab provides the summary data to a peer reviewer. And there is no requirement to save all data – even the results that were not summarised for publications.

The lack of original data review, and the lack of a requirement to retain all data – even data not included in a summary – collectively permit a scientist to test and retest until a desired result is obtained, then to ignore or delete all other data values and report the desired one.

Inspection

GMP manufacturers can be inspected by regulators at any time, with no notice (some notice is required for foreign inspections). Once in the facility, they can look at anything and interview anyone involved in manufacturing. Forensic data inspections can be conducted, and regulatory bodies (such as FDA, MHRA, EMA) have experts they bring for these inspections.

The FDA attempts to inspect firms every two years, although requests to market a new drug nearly always result in an inspection prior to an approval to market. It is not uncommon for large pharmaceuticals to be inspected a dozen or more times by different global regulators within a year.

In contrast, research labs might be inspected for safety by university personnel, by a local committee, or perhaps by a certifying authority (if certified at all), but they have no inspection authority looking at their operation in detail, unless a ‘for cause’ is initiated by a local committee. This lack of direct, independent, detailed oversight provides an environment where misconduct can continue for extended periods without discovery.

Similar motives

Research labs and QC labs that test pharmaceuticals have similar motives, which means that they will have similar reasons to manipulate results to be more favourable to them.

QC labs perform mostly routine tests, using written procedures and analytical equipment often configured to efficiently do one job. By contrast, research labs reconfigure their lab equipment for each experiment, and seldom use written procedures. So how could they be the same? Motive is the answer, and the problem.

People will manipulate data when they are rewarded (or, not punished) for doing it.

A lab scientist can be pushed to misconduct when a deadline looms and the 'right' result is needed, or someone's pay/position will suffer. If the 'wrong' result is reported, the material must be discarded (manufacturing), or the experimental thesis abandoned and/or revised (research). For both manufacturer or researcher, money and time are lost. The manufacturer must have new batches of medicines to sell for profit, while the researcher needs data to stay ahead – the 'publish or perish' challenge of research. Since both manufacturer and researcher share similar motivations to achieve desirable data on a schedule, data integrity issues in one (manufacturing) makes it likely that similar issues exist in the other on an equal basis (research).

Driving the engine of change

Given the high percentage of indirect evidence of research misconduct, the lack of data forensic inspections and independent oversight of research labs, the lack of requirements for strict security and access controls to data management systems, research labs appear to be more at risk than GMP manufacturers for misconduct, manipulation and hiding of data.

So what will cause the issue to be exposed, and how will the improvements in data integrity be pushed into research? Will it come from governments, NIH, publishers or the universities themselves? Will it be voluntary, tied to standards or external accreditations, or codified as law? Misconduct also raises questions about all those studies that are contradictory; coffee is bad for you, it is good for you, etc. Is the problem a lack of statistical power in the data, or was it due to data selection, trying to support an unsupportable hypothesis?  
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Laboratory news round-up

Robert Roe presents some of the top stories throughout the year

Optibrium and Intellegens collaboration applies deep learning to drug discovery

In September Optibrium, a developer of software for drug discovery, announced it signed a collaboration agreement with Intellegens, a company developing novel artificial intelligence (AI) software.

The collaboration will provide Optibrium clients with access to advanced, proprietary deep learning methods that will extend and improve predictive models to guide more efficient design and selection of high-quality drug candidates.

Optibrium provides software solutions for small molecule design, optimisation and data analysis. By leveraging Intellegens’ Alchemite technology, the partnership will create a predictive modelling platform capable of delivering more accurate predictions and enabling better decision-making when it comes to the optimisation of compounds.

Dr Matthew Segall, Optibrium’s CEO, said: ‘We are delighted to be working with Intellegens. Their cutting-edge, deep learning technology, already proven in the field of materials design, has shown remarkable results when applied to challenging drug discovery data in our proof-of-concept studies. These methods will deliver a step-change for our users’ ability to make confident decisions regarding their research strategy.’

The Intellegens deep learning tool, Alchemite, can model multiple endpoints simultaneously, gaining more information from available data than traditional quantitative structure-activity relationship (SAR) models. Intellegens’ methods are uniquely capable of building accurate models based on the sparse and uncertain data typically available in drug discovery.

This latest collaboration with Intellegens supports Optibrium’s approach to working with the leading and most innovative providers of technology and services for drug discovery and other chemistry fields.

Dr Gareth Conduit, Chief Technical Officer and Intellegens co-founder, said: ‘We are excited to accelerate the adoption and the impact of our neural network engine, Alchemite, by taking it to market in the field of drug discovery with Optibrium. The world-class predictive capabilities of Alchemite, delivered lucidly by Optibrium, will be game-changing for the drug discovery market, helping to simplify elements of the compound selection and design process.’

The Intellegens deep learning tool, Alchemite, can model multiple endpoints simultaneously, gaining more information from available data than traditional quantitative structure-activity relationship models

IDBS continues expansion with key appointments

During November IDBS, a provider of enterprise scientific informatics platforms, announced the appointment of Graeme Dennis as Pre-Clinical Pharma commercial director, Abhay Kini as director of product management and April Pisek as solutions consultant.

The appointments strengthen IDBS’ ability to drive the creation of labs of the future, as well as their preclinical footprint in the scientific informatics market, furthering its position as a provider of data management solutions and services to preclinical and biopharmaceutical organisations.

Christian Marcazzo, IDBS general manager commented: ‘Attracting talent like Graeme, Abhay and April underlines the importance of bringing scientific talent to our product and go-to-market strategy.

‘These appointments bring us deep domain expertise and a fundamental understanding of how technology helps our customers discover and develop new therapeutics.’

Graeme Dennis will be responsible for driving IDBS’ expansion in scientific informatics strategy, implementation and integration. Graeme has a 15-year track record in preclinical pharma and discovery informatics, holding senior roles at Accenture’s LabAnswer, Dotmatics, Vanderbilt University Medical Center and Harvard University.

Abhay Kini will help deliver IDBS’ vision of a digital lab, driving product marketing, management and strategy. Abhay’s career spans more than 15 years in R&D and consulting services in life sciences, working at Waters Corporation, Medidata Solutions and Oracle.

April Pisek brings a decade of expertise in quantitative bioanalysis and drug development support for small biotech and large pharma companies. Prior to joining IDBS, April worked at AIT Bioscience, where she held a succession of positions, including ELN Administrator, building templates ranging from sample prep to anti-drug antibody.

April Pisek, solutions consultant at IDBS, said: ‘When it comes to supporting drug development, IDBS’ technology and its commitment to delivering a high-quality service that is defined from the customer’s point of view is a big reason why I joined the company.

‘I am delighted to be part of the team that delivers this innovation, ensuring IDBS continues its growth trajectory.’
In August a partnership was established between the University of Essex and Provide to improve the UK’s National Health Service (NHS) by implementing an AI-powered decision-making engine to determine the service a patient needs.

The Innovate UK-funded Knowledge Transfer Partnership (KTP) will look at how artificial intelligence (AI) can help the NHS cope with the increasing demands of the 21st century.

John Niland, Chief Executive of Provide, said: ‘Our analysis shows that accurate classification and grouping of people enables more effective interventions, this can be achieved via non-face-to-face appointments, such as Skype, and online self-assessment and other self-assessment approaches. We’re excited to have this opportunity to use AI to determine the right approach for patients, deliver high levels of service and provide value for money.’

The initial trial will be based on Provide’s musculoskeletal services – for people with conditions affecting joints, muscles and other soft tissues – and, if successful, will be deployed further via a web-based platform across community and primary healthcare services, improving their efficiency and effectiveness, and consistency in decision making – a huge benefit of machine learning and AI.

Professor Maria Fasli, Director of the university’s Institute of Analytics and Data Science and UNESCO Chair in Analytics and Data Science, is the lead academic on this project and will drive the development of the AI-powered decision-making engine for Provide.

Professor Fasli comments: ‘I’m very excited to have this unique opportunity to use AI to improve the way health services are delivered in the area where I live and work.’ The wider impact on the NHS of this project could be huge, as the technological solutions we’ll be developing in partnership with Provide could eventually be rolled out to many other services and areas.

‘I am very pleased that a central part of this project will focus on helping staff to understand the technology and truly embed it into their everyday working lives. Getting everyone behind our innovative approaches will ensure we get the most from this project and really improve the patient experience’ Fasli added.

Clinicians currently assess people (known as clinical triage) over the phone for many services, such as adult therapy, stop-smoking support and general practice in the NHS, with administrative staff manually booking appointments. The new partnership is set to improve the efficiency of this process by creating a decision-making engine, powered by AI, which will identify the type of service people need, then signpost them to the bespoke support they require.

The project will also enable psychologists at the University of Essex to gain a deeper understanding of potential barriers to the use of new technology, so clinicians will trust and embrace it, where safe and appropriate to do so, as an effective tool to improve how services are delivered to people.

By the end of the three-year project, clinicians will be able to target their interventions more accurately, as patients will be prioritised more effectively. Those who do not need on-going clinical support can be discharged and patients can self-manage remotely – promoting independence and tackling a significant challenge in the NHS.

Professor Riccardo Russo, from the Department of Psychology at the University of Essex, said: ‘I am excited about this project, where scientists from different fields will work side by side to improve the quality of health services.’
The Pistoia Alliance has released results of a survey that found that 72 per cent of science professionals believe their sector is lagging behind other industries in AI development.

To accelerate the successful use of AI, The Pistoia Alliance has launched its Centre of Excellence for AI in Life Sciences, aiming to encourage greater collaboration between stakeholders to bridge the gap between technology and science. The aim of the centre is to bring together best practice, adoption strategy, events and hackathons covering a range of challenges.

The survey, carried out in June, found that adoption of AI is high, with 69 per cent of companies using AI, machine learning, deep learning, and chatbots; an increase from when the same question was asked in September 2017, where 44 per cent of respondents were using or experimenting with AI.

“This survey shows interest in AI remains strong, but there is still a challenge with moving past the hype to a reality where AI is delivering insights with the power to truly augment researchers’ work,” commented Dr Steve Arlington, president of The Pistoia Alliance.

‘It is significant that a majority of people in our own industry believe we are trailing other sectors in the use of AI, and we must address this issue by working closely with each other and with stakeholders in other sectors.

‘AI is poised to have a radical impact on life sciences and healthcare, but the industry must give researchers the best chance of success.’

A further 19 per cent of respondents signalled that they plan to use AI in the next 12 months, with just 12 per cent of life science professionals not using AI at all.

While it is clear that life science companies are using or planning to use AI, there was an indication by survey respondents that the technology was not yet providing value.

Of those currently using AI in their organisations, approximately 21 per cent felt that their projects were not yet providing meaningful outcomes and 21 per cent ‘didn’t know’ if projects were delivering meaningful outcomes.

The Pistoia Alliance believes collaboration between interested parties will be essential in ensuring AI projects lead to results that positively impact R&D.

In May Agilent announced its plans to acquire Genohm, a developer of highly differentiated, on-premise and cloud-based software solutions for laboratory management. This acquisition will expand Agilent’s laboratory informatics software portfolio, adding LIMS and workflow management, while expanding ELN capability.

‘We were impressed with the team and the technology,’ said John Sadler, vice president and general manager of Agilent’s Software and Informatics Division. ‘The modern architecture of SLIMS is perfectly aligned with the values of Agilent’s OpenLab products. By integrating this technology with our instrument portfolio, we are in a position to support and enhance the operations of modern laboratories.’

Genohm’s main laboratory software automation suite, SLIMS, is a digital platform that provides laboratories with a rapidly deployable laboratory information management system (LIMS) and electronic lab notebook (ELN) environment that is used in biobanks, research labs and next-generation sequencing facilities.

The platform tracks data and samples, tests and users, results and workflows, from the original material shipment to the result from lab instruments and in-silico analysis pipelines. Genohm also has an application marketplace with preconfigured workflows to enable rapid system implementation across a broad range of industries and scientific workflows.

‘We are very excited to join the Agilent team and believe that together, we can accelerate development of the digital lab to help our customers advance science and discovery, while ensuring compliance and traceability,’ said Frederik Decouttere, founder and CEO of Genohm. ‘Our laboratory management platform is highly configurable, easily deployable and leverageable across many different workflows, which makes our technology a perfect fit for Agilent.’

Financial terms of the deal were not disclosed.

By integrating this technology with our instrument portfolio, we are in a position to support and enhance the operations of modern laboratories.
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Abbott Informatics – Your total LIMS solution provider
Abbott Informatics Europe Ltd.
Crossgate House, Cross Street
Sale, Manchester M33 7FT, UK
Tel: +44 (0) 161 711 0340
Fax: +44 (0) 161 711 0341
AISalesUK@abbott.com
www.informatics.abbott

From R&D to manufacturing to quality compliance, Abbott Informatics STARLIMS solutions support your entire product lifecycle. Invest in a LIMS solution with a flexible, modular design that will transform the way your lab works.

Advanced Chemistry Development, Inc. (ACD/Labs)
8 King Street East, Suite 107
Toronto, ON M5C 1B5
Canada
Tel: +1 (416) 368-3435
info@acdlabs.com  l  www.acdlabs.com

ACD/Labs is a leading provider of scientific software to R&D organizations. We help our customers assemble analytical, structural, and molecular information for effective decision-making, problem-solving, and product lifecycle control. Our enterprise technologies enable automation of molecular characterization, product development, and facilitate chemically intelligent knowledge management and collaboration—within organizations and between partners chemically intelligent knowledge management and collaboration—within organizations and between partners.

AGILAB
157 Boulevard MacDonald
75019 PARIS – France
Tel: +33 (0) 1 83 64 42 48
contact@agilab.com

AgiLab provides a lab digital platform for scientific data management and collaboration across R&D, combining Electronic Lab Notebook (ELN), Lab Execution System (LES) and Laboratory Information System (LIMS) functionality into a innovative and unified system. Built using the latest future-proof web technology powered by Oracle®, AgiLab leverages technologies to secure, enrich and offer the latest ergonomic design concepts and digital connectivity. AgiLab Science Platform sets a new digital lab benchmark and delivers out of the box functionality to enforce user experience, data integrity and regulatory compliance.

Autoscribe Informatics
1 Venus House, Calleva Park
Aldermaston, Reading
RG7 8DA, UK
Tel: +44 (0) 118 984 0610
info@autoscribeinformatics.com
www.autoscribeinformatics.com

Autoscribe Informatics offers industry leading configurable future-proof LIMS software. With 30 years’ experience our solutions are configured to match user requirements and can easily adapt as needs evolve. Matrix Gemini LIMS (LES, ELN & QMS) allows you to track and manage testing activities within a controlled environment with ease.

Collaborative Drug Discovery, Inc.
20 Station Road
Cambridge CB1 2JD
United Kingdom
Tel: +44 (0) 1223 803830
info@collaborativedrug.com  l  www.collaborativedrug.com

Collaborative Drug Discovery, Inc. (www.collaborativedrug.com) flagship product, CDD Vault, is a secure hosted platform for management and sharing of biological and chemical information. It enables researchers to intuitively organize chemical structures and biological study data, and collaborate with partners through a straightforward web-interface. CDD Vault functionality includes Activity, Registration, Visualization, Modelling, Inventory and ELN.

e-Science Solutions Ltd
33 Chapel Lane,
Whittington
Lichfield, WS14 9JT, U.K.
Tel: +44 (0)1543 547607
info@e-sciencesolutions.com
www.e-sciencesolutions.com

We provide independent expertise to help Life Sciences organizations transform their businesses through better use of technology. We support every stage of your journey to a digital lab, from business case development and vendor selection to deployment planning and oversight.
iVention Lab Automation

Since its establishment in 2009, iVention has shaken up the market for Laboratory Information Management Systems. iVention’s iLES platform offers laboratories a flexible software system designed around the laboratory process. It enables laboratories to streamline their workflow and manage and computerize their work, even in highly regulated environments. iLES is a powerful management tool that allows significant efficiency and quality improvements.

IDBS

IDBS is a leading global provider of enterprise-wide scientific knowledge management software to pharma, biotechs and others performing biological & chemical research for drug discovery and development, enabling them to securely capture, manage, share and gain insight from their structured and unstructured data, so they can spend more time on what they do best: science.

LabWare

LabWare provide a full-featured Enterprise Laboratory Platform incorporating LabWare LIMS and ELN. LabWare LIMS is supplied with an extensive range of application modules and instrument data acquisition delivering business advantage. LabWare focuses on customer success, providing global support and services backed by some of the worlds most experienced LIMS professionals.
MODA™ is a comprehensive platform providing solutions for QC and Production, with a focus on automation and integration of data for non-automated manual processes. It eliminates paper-based monitoring and testing that can be expensive, error-prone, time and labour-intensive, therefore reducing timelines enhancing data integrity and potentially saving clients resources and costs.

SoftN Labs is an IT services company specialized in Lab Informatics (LIMS, ELN, LES, etc.). We can also develop specific software solutions and mobile applications able to work independently or to be integrated to your information system. We work globally.

Thermo Fisher Scientific has been providing state-of-the-art Integrated Informatics solutions for more than 30 years. Our portfolio includes the largest global organizations across every industry, from pharma, food & beverage, environmental and oil and gas, representing the broadest range of complex customer requirements related to integrated, enterprise-level informatics solutions.

Waters Corporation creates business advantages for laboratory-dependent organizations by delivering practical and sustainable scientific innovation. Waters helps customers make profound discoveries, optimize laboratory operations, deliver product performance, and ensure regulatory compliance by providing a connected portfolio of separations and analytical science, laboratory informatics, mass spectrometry, as well as thermal analysis.

PerkinElmer delivers a comprehensive suite of scientific informatics and software solutions from instrument generated data, to enterprise solutions, providing scientists with the necessary tools to aggregate, search, mine, analyze and visualize critical data to help turn data into actionable insights in an automated, predictive and scalable way.

Scientists from ADME/DMPK, in vivo/in vitro Pharmacology, Inventory and Formulations rely on the BioRails platform to improve productivity, protect IP and manage data. Our unique combination of software, content and services delivers a highly effective collaborative environment for project teams, assay laboratories and contract research organizations to improve efficiency, transparency and data quality.
FROM FIRE TO MOLECULAR NANOBOOTS, TIME HAS HAD A POSITIVE IMPACT ON THE FUTURE OF SCIENTIFIC DISCOVERY. SO HAS OUR SOFTWARE.

Take a look at our timeline to see some of the most important moments in scientific history www.idbs.com/timeline

IDBS
info@idbs.com
www.idbs.com

UK (HQ)
Tel: +44 1483 595 000
2 Occam Court,
Surrey Research Park
Guildford, Surrey, GU2 7QB

USA
Tel: +1 781 272 3355
285 Summer Street
Fifth Floor, Boston,
MA 02210
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LIMS and ELN together in a single integrated software platform. A laboratory automation solution for the entire enterprise.

Offices worldwide supporting customers in more than 100 countries

www.labware.com